LoRA and QLoRA

**LoRA vs. QLoRA**

LoRA (Low-Rank adaptation) and QLoRA (quantized Low-Rank adaptation) are both techniques for training AI models. More specifically, they are forms of [parameter-efficient fine-tuning (PEFT)](https://www.redhat.com/en/topics/ai/what-is-peft), a [fine-tuning](https://www.redhat.com/en/topics/ai/rag-vs-fine-tuning) technique that has gained popularity because it is more resource-efficient than other methods of training [large language models (LLMs)](https://www.redhat.com/en/topics/ai/what-are-large-language-models).

LoRA and QLoRA both help fine-tune LLMs more efficiently, but differ in how they manipulate the model and utilize storage to reach intended results.

**How does LoRA work?**

The LoRA technique uses new parameters to train the AI model on new data.

Instead of training the entire model and all of the pre-trained weights, they are set aside or “frozen” and a smaller sample size of parameters is trained instead. These sample sizes are called “low-rank” adaptation matrices, for which LoRA is named.

They are called low-rank because they are matrices with a low number of parameters and weights. Once trained, they are combined with the original parameters, and then act as one single matrix. This allows fine-tuning to be done much more efficiently.

It’s easier to think of the LoRA matrix as one row or one column that is added to the matrix.

Think of this as the whole parameter that needs to be trained:
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This column represents a low-rank weight:

When the new low-rank parameters have been trained, the single “row” or “column” is added into the original matrix. This allows it to apply its new training to the whole parameter.
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Now the AI model can operate together with the newly fine-tuned weights.

Training the low-rank weight takes less time, memory, and cost. Once the sample size is trained, it can apply what it’s learned within the larger matrix, without taking up any extra memory.

**How does QLoRA work?**

QLoRA is an extension of LoRA. It is a similar technique with an additional perk: less memory.

The “Q” in “QLoRA” stands for “quantized.” In this context, quantizing the model means compressing very complex, precise parameters (a lot of decimal numbers and a lot of memory) into a smaller, more concise parameter (less decimals and less memory).

Its goal is to fine-tune a portion of the model using the storage and memory of a single graphics processing unit (GPU). It does this using a 4-bit NormalFloat (NF4)---a new data type that is capable of quantizing the matrices with even less memory than LoRA. By compressing the parameter into smaller, more manageable data, it can decrease the memory footprint required by up to 4 times its original size.

After the model has been quantized, it is much easier to fine-tune because of its small size.

Think of this as the original model’s parameters:
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Within the 12 parameters, 3 are green, 6 are blue, 2 are yellow, and 1 is pink. When the model is quantized, it is compressed into a representation of the previous model.

![A row of 4 cells, 1 green, 2 blue, and 1 yellow.  ](data:image/png;base64,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)

After quantization, we are left with a sample size of 1 green, 2 blue, and 1 yellow.

During quantization, there is a risk that some data is so small that it is lost during the compression. For example, the 1 pink parameter is missing because it was such a small fraction of the parameter, it did not represent enough data to carry over into the compressed version.

In this example, we compress the parameters from 12 to 4. But in reality, billions of parameters are being compressed into a finite number that can be manageably fine-tuned on a single GPU.

Ideally, any lost data can be recovered from the original parameter when the newly trained matrix is added back to the original matrices, without losing precision or accuracy along the way. However, this is not guaranteed.

This technique combines high-performance computing with low-maintenance memory storage. This keeps the model extremely accurate while working with limited resources.